
International Conference on Health and Biological Science  
ICHBS, Page 141-158, December 2024  
 

141 

 

Comparison of machine learning algorithms for 
alzheimer's risk classification 

Ria Suci Nurhalizah1*, Retno Agus Setiawan1, and Rian Ardianto2 

1Information System, Faculty of Science and Technology, Harapan Bangsa University, Indonesia 
2Informatics, Faculty of Science and Technology, Harapan Bangsa University, Indonesia 

Abstract. Alzheimer's disease is a progressive form of dementia that affects 

cognitive function and impacts the quality of life of sufferers. Advancements 

in artificial intelligence, particularly in machine learning, are creating new 

possibilities for streamlining the disease classification process using health 

history data. This study aims to compare the performance of five machine 

learning algorithms, namely Naive Bayes, Random Forest, Artificial Neural 

Network (ANN), XGBoost and Support Vector Machine (SVM), in 

predicting Alzheimer's diagnosis using 2,149 data from Kaggle Open 

Datasets. The data went through the process of Data Collection, 

preprocessing, testing using the five algorithms. The evaluation results show 

that XGBoost has the highest accuracy of 95%, followed by Random Forest 

with 93% accuracy, ANN 84%, SVM 83%, and Naive Bayes 83%. In 

conclusion, XGBoost proved to be the most effective model in detecting 

Alzheimer's, ahead of the other algorithms in this study.  

1 Introduction  

One of the most prevalent forms of dementia is Alzheimer's, impacting millions of 

individuals across the globe. This disorder progressively deteriorates, resulting in memory 

loss and a decline in cognitive abilities (1) (2) (3). Roughly 50 million individuals around the 

world have alzheimer's. The illness influences approximately 4-9% of individuals matured 

60 a long time and over. It is evaluated that the number of individuals with alzheimer's will 

increment to 152.8 million individuals by 2050 (4). In Indonesia, about 27.9% of the 

population has Alzheimer's dementia. More than 4.2 million people in Indonesia live with 

this condition (5). Alzheimer's disease is recognized as a neurological condition that worsens 

with time and causes cognitive decline and memory loss (6). Planning for long-term care and 

receiving more effective treatment are made possible by early Alzheimer's disease detection 

and risk assessment. 

New possibilities for streamlining the disease categorization procedure based on medical 

history data are presented by developments in artificial intelligence technology, especially 

machine learning (7). Data can be evaluated using machine learning, which can also reveal 
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novel patterns that advance scientific knowledge (8). Several machine learning algorithms 

have been employed to identify trends in health data in order to predict the risk of Alzheimer's 

disease (9). Some popular algorithms such as Naive Bayes, Random Forest, Artificial Neural 

Network (ANN), XGBoost and Support Vector Machine (SVM) have their own strengths 

and weaknesses in handling various data characteristics. 

Previous research (10) aimed to determine which model best predicts Alzheimer's disease. 

A number of machine learning methods were compared in the study, including Artificial 

Neural Network (ANN), Logistic Regression (LR), Naive Bayes (NB), Random Forest (RF), 

and Support Vector Machine (SVM). The Logistic Regression technique had the highest 

accuracy, 85.71%, according on the results of testing data on 373 Alzheimer's patients from 

Kaggle.   

In the subsequent study, referenced in (11)  machine learning models utilizing texture 

features were employed for the multi-stage classification of Alzheimer's disease, facilitating 

earlier identification of the condition. Four groups of patients: sMCI (Static Mild Cognitive 

Impairment), AD, CN (Cognitive Normal), and pMCI (Progressive Mild Cognitive 

Impairment were created using a dataset of 15,000 MRI scans from the ADNI database. 

Following preprocessing, 8,856 photos were chosen to be used in the FOS and GLCM 

procedures for feature extraction. With an accuracy of 66.196%, the Random Forest model 

outperformed the Decision Tree (56.4%), ANN (58.5%), and SVM (59.2%) models. This 

approach shows great promise for the multi-stage categorization of Alzheimer's disease.  

The application of machine learning techniques for early Alzheimer's disease diagnosis 

was the focus of another study by (12) Among the algorithms employed was the Light 

Gradient Boosting Machine (LGBM), which classified five ADNI classes with 99.63% 

accuracy: the Multilayer Perceptron (MLP), which attained 95.75% accuracy in classifying 

three OASIS classes; the K-nearest Neighbour (KNN), which reached 87.50% accuracy in 

classifying two ADNI-OASIS classes; and Gaussian Naive Bayes, which yielded 77.97% 

accuracy for the OASIS-ADNI approach. The combined (Hybrid) method utilizing LGBM 

with optimized hyperparameters achieved an accuracy of 99.21%. Additionally, Explainable 

AI techniques such as LIME were employed to enhance the model's interpretability, proving 

that machine learning works very well for Alzheimer's disease early diagnosis. 

In another study (13), Researchers sought to assess how well artificial neural network 

(ANN) models could diagnose Alzheimer's disease while accounting for environmental and 

hereditary variables. The ANN model employed 51 genetic SNPs and 8 environmental 

factors as features, and the sample included 3,773 healthy people and 184 AD patients. With 

this model, the Random Forest (RF) and Support Vector Machine (SVM) approaches were 

compared. Thus, even in the absence of age and genetic data, the ANN model demonstrated 

remarkable sensitivity (0.95), specificity (0.96), and accuracy (0.98; accuracy: 0.97). For AD 

prediction, the three primary SNPs that were determined to be crucial were CASS4 

rs7274581, PICALM rs3851179, and TOMM40 rs2075650. The ANN model demonstrated 

the ability to handle the intricacy of Alzheimer's illness by performing similarly to both RF 

and SVM. 

This study analyses the way five machine learning algorithms Support Vector Machine 

(SVM), Naive Bayes, Random Forest, Artificial Neural Network (ANN), and XGBoost 

perform in categorizing the risk of Alzheimer's disease. The study was based on 2,149 health 

history records that were obtained from Kaggle and divided in an 80:20 ratio between training 

and testing sets. Each algorithm's performance will be assessed using measures including F1-

score, recall, accuracy, and precision. Finding the best algorithm to reliably and effectively 

identify the risk of Alzheimer's disease is the aim. 
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2 Research methods   

The study involves multiple stages, starting with gathering the data required for analysis and 

dividing it into 80:20 training and test sets. Next, the algorithm models used are Naive Bayes, 

Random Forest, Artificial Neural Network (ANN), XGBoost and Support Vector Machine 

(SVM). Training and performance analysis of the machine learning algorithm models 

examined in this study are carried out in the final stage. The stages of this process can be 

seen visually below.  

 
Fig. 1. Flow of Method 

2.1 Data collection 

Data gathering is one of the most crucial initial steps in the data analysis process. In this 

stage, there is a collection of data about Alzheimer's disease patients obtained from the 

Kaggle Open Datasets site which consists of 2,149 data which can be seen in Table 1. 

(https://www.kaggle.com/datasets/rabieelkharoua/alzheimers-disease-dataset). 

 
Table. 1  Alzheimer's Patient Dataset 
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2.2 Preprocessing   

The stage performed after data collection is preprocessing before it is analyzed or used in 

machine learning models. This stage includes several important steps, such as addressing 

missing data, changing the data format, and normalization. In addition, preprocessing also 

involves removing duplicates, handling outliers, and coding categorical variables (14). This 

process is very important as clean and well-structured data can improve model performance 

and produce more accurate results (15). Additionally, the process of breaking a dataset up 

into several subsets, often divided into two main categories: testing data and training data, is 

known as data splitting (16). This study uses an 80:20 ratio, which means that half of the data 

is used to evaluate the model's performance and the other half is used to train the model. 

2.3 Support vector machine 

The Support Vector Machine (SVM) is a popular machine learning technique for both 

regression and classification applications (17). By learning the data distribution, it can find 

an appropriate classification line (or ideal hyperplane) that is not constrained to a linear form 

(18). The boundaries of the classes are established using the data points and just the support 

vectors that are closest to the maximum margin (19). The primary objective of SVM is to use 

a surface that maximizes the margin between classes to differentiate between classes in the 

training data (20). Equation 1 shows the formula for SVM with a linear kernel: 

 

𝑓(𝑥) = 𝑤𝑇𝑥 + 𝑏 ( 1 ) 

2.4 Random forest 

Using the Bagging technique, A number of decision trees make up Random Forest, an 

ensemble learning system that is trained on various data subsets (21). This algorithm assists 

in eliminating outliers and classifying the dataset based on relevant features. Random Forest 

is especially good at managing complicated and diverse data collected from various sources 

(22). To determine out how informative a node is on an attribute and to measure the amount 

of information obtained, the random forest technique starts by computing the gini impurity 

value and the average gini impurity. The formula for determining gini impurity in Random 

Forest can be seen in Equation 2: 

𝐺𝑖𝑛𝑖 = 1 −  ∑(𝑝𝑖)
2

𝑛

𝑖=1

 ( 2 ) 

2.5 Naive bayes 

The foundation of the Naive Bayes classification method is Bayes' Theorem, which operates 

under the assumption that each predictor functions independently of the others. In essence, 

one feature's occurrence in a class is assumed to be independent of the existence of any other 

features by the Naive Bayes algorithm (23). This algorithm employs a straightforward 

probability approach and does not necessitate complex parameters (24). Naive Bayes is 

recognized as a highly efficient and uncomplicated probability-based classification 

algorithm. Bayes' theorem can be used with the following that can be seen in Equation 3: 
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𝑃(𝐻|𝑋) =
𝑃(𝑋|𝐻) × 𝑃(𝐻))

(𝑃(𝑋))
 

( 3 ) 

2.6 Artificial neural network 

A computer model that takes inspiration from the way the human brain works is called an 

artificial neural network (ANN) (25). The calculations in a multilayer ANN are executed by 

linking numerous artificial neurons, which are composed of multiple output layers, an input 

layer, and an hidden layer (13). Neurons in each layer are often coupled to neurons in the 

layers above and below, but connections within the same layer are not allowed. Data flows 

through the network until the model reaches the desired accuracy level (26).  

2.7 XGBoost 

A machine learning approach called XGBoost (Extreme Gradient Boosting) enhances the 

boosting method (27). This algorithm is an ensemble learning method with many advantages, 

including high flexibility, strong predictive capability, excellent generalization, high 

scalability, efficient model training, and remarkable robustness (28). XGBoost is specifically 

designed to enhance model speed and performance by incorporating regularization 

techniques to mitigate overfitting (29). The minimized objective function can be seen in 

Equation 4: 

 

𝑂𝑏𝑗(𝑡) = ∑ 𝑙

𝑛

𝑖=1

(𝑦𝑖, 𝑦𝑖^(𝑡 − 1) + 𝑓𝑡(𝑥𝑖)) + 𝛺(𝑓𝑡) 
( 4 ) 

 

 

 

2.8 Evaluation 

Metrics assessment, recall, F1-score, accuracy, and precision are used to assess and analyse 

the performance of the five machine learning algorithms. These standards were chosen 

because they provide a comprehensive picture of the model's ability to reliably and accurately 

predict Alzheimer's diagnoses. While precision and recall concentrate on striking a balance 

between true positive predictions and the model's capacity to recognize relevant cases, 

accuracy shows the percentage of accurate forecasts. Because the F1-score creates a single 

statistic that includes precision and recall, it provides a more objective assessment. 

Additionally, by showing the percentage of accurate and inaccurate forecasts for each class, 

the confusion matrix offers a more comprehensive understanding of the model's performance. 

This helps identify any possible problems with the model and areas that require improvement. 
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3 Result and discussion 

3.1 Data collection and visualization 

The study's dataset, which was sourced from Kaggle Open Datasets, includes comprehensive 

medical records for 2,149 individuals, each of whom has a unique ID between 4751 and 6900. 

This dataset consists of 35 variables, including functional evaluations, cognitive symptoms, 

clinical measurements, medical history, lifestyle factors, demographic data, and an 

Alzheimer's disease diagnosis. Below is a detailed explanation of each feature category 

related to the target variable: 

3.1.1 Demographic Details 

 
Fig. 2. Histogram of Distribution Demographic Details 

Fig. 2. shows the demographic features of the patients, including age, gender, ethnicity, and 

education level. Patients' ages range from 60 to 90 years old. In terms of gender, 0 denotes 

male patients, and 1 denotes female patients. Ethnicity is categorized into four groups: 0 for 

Caucasian, 1 for African American, 2 for Asian, and 3 for other ethnicities. The education 

levels of the patients are categorized as follows: 0 indicates no formal education, 1 represents 

a high school graduate, 2 corresponds to a college degree, and 3 signifies higher education. 

3.1.2 Lifestyle Factors 

 
Fig. 3. Histogram of Distribution Lifestyle Factors 
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Fig. 3. illustrates the lifestyle factors of the patients, including diet quality, physical activity, 

alcohol consumption, smoking habits, Body Mass Index (BMI), and sleep quality. Patients' 

BMI varied between 15 and 40. Smokers were assigned a smoking status of 1, while non-

smokers were assigned a smoking status of 0. The weekly units used to assess alcohol 

consumption ranged from 0 to 20. Hours of physical exercise each week were recorded, 

ranging from 0 to 10. A rating from 0 to 10 was used to evaluate diet quality, while a scale 

from 4 to 10 was used to evaluate sleep quality. These factors provide an overview of the 

patients' lifestyles and their impact on health. 

3.1.3 Medical History 

 
Fig. 4. Histogram of Distribution Medical History 

Fig. 4. shows the patients' medical history, which includes several key factors such as family 

history of Alzheimer's, hypertension, head injury, depression, diabetes, and cardiovascular 

disease. Family history of Alzheimer's is recorded as 0 for no history and 1 for a positive 

history. The same binary system is applied to cardiovascular disease, diabetes, depression, 

head injury, and hypertension, with 0 indicating no disease and 1 indicating the presence of 

the condition. These factors are crucial for understanding the patients' overall health and risk 

profile. 

3.1.4 Clinical Measurements 

 
Fig. 5. Histogram of Distribution Clinical Measurements 
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Fig. 5. presents the patients' clinical measurements, which include systolic and diastolic blood 

pressure as well as various cholesterol levels. Systolic blood pressure ranges from 90 to 180 

mmHg, and diastolic blood pressure ranges from 60 to 120 mmHg. LDL (low-density 

lipoprotein) cholesterol ranges from 50 to 200 mg/dL, whereas HDL (high-density 

lipoprotein) cholesterol ranges from 20 to 100 mg/dL. Total cholesterol levels are between 

150 and 300 mg/dL. The range of triglyceride values is 50–400 mg/dL. These measurements 

provide a comprehensive overview of the patients' cardiovascular and lipid health. 

3.1.5 Cognitive and Functional Assessments 

 
Fig. 6. Histogram of Distribution Cognitive and Functional Assessments 

Fig. 6. illustrates the cognitive and functional assessments of the patients, which were 

conducted through several steps. The Mini-Mental State Examination (MMSE) Pd, which 

ranges from 0 - 30, indicates cognitive impairment. Functional assessments are rated on a 

scale of 0 to 10, where a low score signifies greater impairment in daily activities. Memory 

complaints and behavioural issues are recorded as 0 for no problems and 1 for the presence 

of problems. Additionally, Activity of Daily Living (ADL) scores also range from 0 to 10, 

where lower scores indicate more significant difficulty in performing daily tasks. 

3.1.6 Symptoms 

 
Fig. 7. Histogram of Distribution Symptoms 
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Fig. 7. shows the various symptoms that can be identified in patients. First, confusion is 

recorded as 0 for none and 1 for present. Disorientation is assessed in the same manner, with 

0 indicating no disorientation and 1 indicating its presence. Additionally, personality changes 

are noted, where 0 signifies no change and 1 indicates a change. Another symptom, difficulty 

in completing tasks, is similarly recorded with 0 for no difficulty and 1 for the presence of 

difficulty. Lastly, forgetfulness is assessed using the same scale, where 0 represents no 

forgetfulness and 1 indicates forgetfulness. 

3.1.7 Diagnosis Information 

 
Fig. 8. Histogram of Distribution Diagnosis Information 

Fig. 8. displays the diagnosis status for Alzheimer's Disease, utilizing a scale where 0 

signifies no diagnosis and 1 indicates a confirmed diagnosis.  Besides, Fig. 9. shows the 

correlation relationship between various health and diagnostic variables related to 

Alzheimer's. An rise in one variable is linked to an increase in another, as indicated by the 

color red, It indicates a favorable correlation. Conversely, a negative correlation is shown by 

blue, indicating that a rise in one measure is associated with a fall in another. For example, 

Age has a positive correlation with Alzheimer's diagnosis, while MMSE score (which 

measures cognitive function) is negatively correlated with Alzheimer's, meaning that the 

lower the cognitive score, the more likely a person is to develop Alzheimer's. Some 

symptoms such as Confusion, Disorientation, and PersonalityChanges have strong 

correlations with an Alzheimer's diagnosis, suggesting that these symptoms are often present 

in patients with the condition. This heatmap helps identify important relationships between 

health variables and can be used to inform diagnostic measures and disease risk assessment. 

 



 

150 
 

 
Fig. 9. Heatmap of Correlation Matrix  

3.2 Model Result 

3.2.1 SVM Model 

Table. 2 Classification Report of SVM 

 
Training set score: 0.9401, Testing set score: 0.8326 
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Fig. 10. SVM Model Confusion Matrix 

Table. 2 shows the SVM model's performance measures, including precision, recall, and F1-

score. On the training data, the model's accuracy was 94%, whereas on the test data, it was 

83%. In contrast to class 1, which had 80% precision and 71% recall, class 0 had 85% 

precision and 90% recall. Furthermore, class 0 and class 1 had F1-scores of 0.87 and 0.75, 

respectively. The recall, F1-score, and precision, macro averages were 82%, 81%, and 80%, 

respectively. Given that the model performs better on the training data than the test data, there 

are signs that it may be overfitting. The confusion matrix in Fig. 10. indicates that there were 

358 correct predictions and 72 incorrect predictions. 

3.2.2 Random Forest Model 

Table. 3 Classification Report of Random Forest Model 

 
Training set score: 1.0000, Testing set score: 0.9256 
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Fig. 11. Random Forest Model Confusion Matrix 

The Random Forest model presented in Table 3 achieved 93% accuracy on the test data and 

100% on the training data, indicating possible overfitting. The precision for class 0 is 91%, 

with a recall of 98%, while class 1 exhibits higher precision at 96% but a lower recall of 82%. 

The model performs better for class 0 as evidenced by the F1-score of 94% for class 0 and 

89% for class 1. With a weighted average of almost 93% for each parameter, the overall 

macro averages for recall, F1-score, and precision, are 90%, 92%, and 94%, respectively. 

The confusion matrix in Fig. 11. reveals that there were 398 correct predictions and 32 

incorrect predictions. 

3.2.3 Naive Bayes Model 

Table. 4 Classification Report of Naive Bayes Model 

 
Training set score: 0.8202, Testing set score: 0.8326 
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Fig. 12. Naive Bayes Model Confusion Matrix 

The Naive Bayes model detailed in Table 4 demonstrated consistent performance on both 

datasets with an accuracy of 83% on the test data and 82% on the training data. Class 1 has 

a 79% precision and a 73% recall, but class 0 has an 85% precision and an 89% recall. This 

implies that class 0 can be identified by the model more successfully than class 1. Class 0's 

F1-score is 87%, whereas class 1's is 76%. The model's balanced performance across both 

classes is demonstrated by the overall macro averages for recall, precision, and F1-score, 

which are 81%, 81%, and 82%, respectively, with a weighted average of over 83% for all 

measures. According to the confusion matrix in Fig. 12. 358 predictions were right and 72 

were wrong. 

 

3.2.4 ANN Model 

Table. 5 Classification Report of ANN Model 

 
Training set score: 0.8965, Testing set score: 0.8419 
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Fig. 13. ANN Model Confusion Matrix 

The Artificial Neural Network (ANN) model presented in Table 5 obtained 90% accuracy on 

training data and 84% accuracy on test data, suggesting good performance with a small 

chance of overfitting. Class 1 has an 81% precision and a 73% recall, but class 0 has an 86% 

precision and 90% recall. This suggests that class 0 can be identified by the model more 

accurately than class 1. Class 0's F1-score is 88%, whereas class 1's is 77%. The model's 

balanced performance across all classes is demonstrated by the overall macro averages for 

recall, F1-score, and precision which are 82%, 82%, and 83%, respectively, with a weighted 

average of almost 84%. The confusion matrix in Fig. 13. indicates that there were 362 correct 

predictions and 68 incorrect predictions. 

3.2.5 XGBoost Model 

Table. 6 Classification Report of XGBoost Model 

 
Training set score: 1.0000, Testing set score: 0.9488 

 



 

155 
 

 
Fig. 14. XGBoost Model Confusion Matrix 

The XGBoost model illustrated in Table 6 demonstrates excellent performance, achieving an 

accuracy of 95% on the test data and 100% on the training data, which suggests potential 

overfitting. For class 0, the precision is 94% with a recall of 98%, while for class 1, the 

precision reaches 96% with a recall of 90%, demonstrating how well the model can 

distinguish between the two classes. The F1-score for class 0 is 96%, while for class 1, it is 

93%. Overall, the macro averages for recall, F1-score, and precision are 94%, 94%, and 95%, 

respectively, with the weighted average also approximately 95% across all metrics, reflecting 

the model's balanced and reliable performance in both classes. The confusion matrix in Fig. 

14. reveals that there were 398 correct predictions and 22 incorrect predictions. 

3.3 Model Comparison 

 
Fig. 15. Accuracy of Machine Learning Algorithms for Alzheimer's Classification 

Fig. 15. illustrates the comparison of accuracy scores among several machine learning 

algorithms, highlighting that the XGBoost model outperforms the others in the system. 

XGBoost achieves the highest accuracy at 95%, followed by Random Forest with an accuracy 
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of 93%. The ANN model records an accuracy of 84%, while both the SVM and Naive Bayes 

models exhibit the same accuracy of 83%. As a result, XGBoost and Random Forest perform 

significantly more accurate than ANN, SVM, and Naive Bayes. Compared to previous 

studies, (10) found good accuracy for SVM and Naive Bayes, which aligns with the results 

of this study. Additionally, (11) using MRI texture features, reported a lower accuracy for 

Random Forest (66.2%) compared to this study, indicating that structured health data may 

offer higher predictive power. 

4 Conclusion 

Based on the analysis and research conducted, this study concludes that it aims to evaluate 

the effectiveness of five machine learning algorithms: ANN, Random Forest, XGBoost, 

Naive Bayes, and SVM, utilizing a dataset comprising 2,149 Alzheimer's patient records 

sourced from Kaggle Open Datasets. The outcomes of the test demonstrate that the XGBoost 

algorithm exhibits the best performance among the five algorithms, achieving an accuracy 

rate of 95%. This finding confirms that XGBoost is the most effective algorithm in this study 

for detecting and predicting Alzheimer's disease, highlighting its significant potential to aid 

in the early diagnosis process. 
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